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Addendum:

Multi-Calibeating Beats the Stronger Expert

We show here that calibeating is a stronger notion than the so-called “stronger expert.”

As shown in the paper (see (2) and the last paragraph of Section 2), the refinement

score is the minimal Brier score over all relabelings of the bins; i.e.,

Rt = min
φ

B
φ(c)
t , (2)

where the minimum is taken over all functions φ : C → C (from current labels to

new labels), and we write B
φ(c)
t for the Brier score where the sequence c is replaced by

φ(c) = (φ(cs))s=1,2,... .

Therefore, taking C = ∆(A), we have:

• c is multi-calibeating b1, ...,bN if

Bc

t ≤ min
φ

B
φ(b1,...,bN )
t + o(1)

(as t → ∞; for simplicity we ignore here the uniformity on a), where the minimum

is taken over all functions φ : ΠN
n=1B

n → ∆(A).

By comparison, when all forecasts are probability distributions on A, i.e., all Bn are

subsets of ∆(A), Foster (1991) defines:1
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1In the expansive literature on experts, these notions are referred to as “prediction with no regret”;
see Appendix A.9 of the full paper for the parallel results with the logarithmic scoring rule.
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• c is as strong as b1, ...,bN if

Bc

t ≤ min
1≤n≤N

Bbn

t + o(1),

and

• c is as strong as the convex hull of b1, ...,bN if

Bc

t ≤ min
w

Bw1b1+...wNbN

t + o(1),

where the minimum is taken over all w = (w1, ..., wN) with wn ≥ 0 and
∑N

n=1 wn =

1.

Whereas multi-calibeating takes into account all bin relabelings, stronger-experts no-

tions do not go beyond linear-combination relabelings. Therefore, as claimed,

Calibeating is stronger than being the “stronger expert.”
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